
Review of Wind–Wave Coupling Models for Large-Eddy Simulation of the Marine
Atmospheric Boundary Layer

GEORGIOS DESKOS,a JOSEPH C. Y. LEE,a CAROLINE DRAXL,a,b AND MICHAEL A. SPRAGUE
a

aNational Wind Technology Center, National Renewable Energy Laboratory, Golden, Colorado
bRenewable and Sustainable Energy Institute, Boulder, Colorado

(Manuscript received 5 January 2021, in final form 14 May 2021)

ABSTRACT: We present a review of existing wind–wave coupling models and parameterizations used for large-eddy

simulation of the marine atmospheric boundary layer. The models are classified into two main categories: (i) the wave-

phase-averaged, sea surface–roughness models and (ii) the wave-phase-resolved models. Both categories are discussed

from their implementation, validity, and computational efficiency viewpoints, with emphasis given on their applicability in

offshore wind energy problems. In addition to the variousmodels discussed, a review of laboratory-scale and field-measurement

databases is presented thereafter. Themajority of the presented data have been gathered overmany decades of studying air–sea

interaction phenomena, with the most recent ones compiled to reflect an offshore wind energy perspective. Both provide

valuable data for model validation. We also discuss the modeling knowledge gaps and computational challenges ahead.

KEYWORDS:Windwaves;Marine boundary layer; Large-eddy simulations; Atmosphere–ocean interaction; Parameterization;

Renewable energy

1. Introduction

Wind–wave interaction has been a topic of continuous

research for almost a century: from Jeffreys’s sheltering

hypothesis (Jeffreys 1925) to the most recent high-fidelity,

wave-phase-resolved, and turbulence-resolving numerical

simulations (Hao and Shen 2019) and large-scale field cam-

paigns (Black et al. 2007; Edson et al. 2007). As many physi-

cal processes rely on accurately quantifying the heat, mass,

and momentum exchanges that take place at the air–sea in-

terface, wind–wave interaction dynamics have been cardinal to

many scientific and engineering disciplines: from climate and

weather prediction to plankton generation models (Sullivan

and McWilliams 2010; Cavaleri et al. 2012). A relatively new

field that is expected to also be affected by wind–wave inter-

action is offshore wind energy. Currently, the total installed

offshore wind energy capacity of the United States amounts to

30MW and is expected to increase drastically over the next

decade, with up to 14GW of capacity planned to be installed

off the U.S. East Coast by 2030 (Musial et al. 2019). The in-

stallation and operation of offshore large-scale wind farms

have raised numerous questions about the predictability of

wind and wave resources in offshore environments, including

our ability to predict the mean wind speed and turbulence

levels that future wind turbines will experience as well as the

wave field relevant to floating offshore wind turbine dynamics.

To this end, wind–wave interaction lies in the epicenter of

offshore wind energy. First, wind–wave interaction together

with other prevalent marine boundary layer phenomena (e.g.,

low-level jets) can draw a completely different picture for the

dynamics of atmospheric turbulence than its land-based

counterpart. For instance, a recent study by Bodini et al.

(2019) showed that the turbulence levels experienced by off-

shore wind turbines in the U.S. East Coast can be considerably

lower than those found onshore. Second, the combined aero-

dynamic and hydrodynamic loading on floating offshore wind

turbines introduces the need to also simulate both effects si-

multaneously for either operational (Butterfield et al. 2007) or

extreme, nonoperational event scenarios (Kim et al. 2016). In

any case, better models for wind–wave interaction are key to

reducing uncertainty in the simulation of offshore wind energy

systems and therefore further contribute to their financial vi-

ability (Veers et al. 2019).

Despite its crucial and omnipresent role in the offshore en-

vironment, wind–wave interaction has not been fully explored

for the purposes of wind turbine design. As recent as 2009, the

International Electrotechnical Commission (IEC) established

an offshore wind turbine international standard (IEC 2009a,b),

which is used for the design of both fixed-bottom and floating

wind turbines (IEC-61400-3-1, IEC-61400-3-2). Within these

guidelines, the designer has to specify parameters such as a

reference wind speed and turbulence intensity at hub height,

averaged over a period of 10min, and refer back to IEC

(2009a) (a land-based wind turbine standard) for estimating

the wind speed profile. Wind–wave interaction enters the

standards only in the form of a ‘‘sea surface’’ roughness pa-

rameter z0, which is calculated using the well-known Charnock

relation (Charnock 1955),

z
0
5
a
ch
u2

*
g

, (1)

where g is the gravitational acceleration, u* is the friction ve-

locity at the air–sea interface, and ach is the Charnock pa-

rameter. According to the IEC-61400-3 standard, the designer

Denotes content that is immediately available upon publica-

tion as open access.

Corresponding author: Georgios Deskos, georgios.deskos@nrel.gov

VOLUME 78 JOURNAL OF THE ATMOSPHER IC SC I ENCE S OCTOBER 2021

DOI: 10.1175/JAS-D-21-0003.1

� 2021 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).

3025Brought to you by NATL RENEWABLE ENERGY LAB | Unauthenticated | Downloaded 09/10/21 07:38 PM UTC

mailto:georgios.deskos@nrel.gov
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses


is given a choice between ach 5 0.011 for open sea and ach 5
0.034 for near-coastal waters. Even more interesting, most

high-fidelity simulations of offshore wind turbines have also

ignored the role of the coupled wind–wave dynamics

(Churchfield et al. 2012; Nilsson et al. 2015;Wu and Porté-Agel

2015; Deskos et al. 2020). In fact, almost all of the state-of-the-

art offshore wind farm simulators are missing the capability of

resolving the phase of the underlying traveling waves (Breton

et al. 2017) and only a handful of studies have considered the

effect of wind–wave interaction on the power and loads of

offshore wind turbines (Yang et al. 2014a,b; AlSam et al. 2015;

Calderer et al. 2018).

In recent years, wind–wave interaction research has enjoyed

the renewed interest from both the engineering and scientific

communities. This is evident by the increasing number of large-

scale field campaigns (Black et al. 2007; Edson et al. 2007) and

the development of novel numerical models capable of re-

solving and incorporating wave motions in atmospheric tur-

bulence simulations (Yang and Shen 2011a,b; Sullivan et al.

2014). Wave-resolving simulations are relevant to turbulence-

resolving atmospheric modeling via large-eddy simulation

(LES) of the airflow over regular and irregular waves. It should

be noted here that large-eddy simulations of the planetary

boundary layer have been performed for almost five decades

and are known to yield high-fidelity data for canonical cases

(e.g., flow over a horizontally homogeneous flat terrain) in-

cluding the daytime buoyancy-driven boundary layer (Deardorff

1972; Moeng 1984; Mason 1988; Moeng and Sullivan 1994), the

neutrally stratified atmospheric boundary layer (ABL) (Mason

and Thomson 1987; Andren et al. 1994; Pedersen et al. 2014),

and the nocturnal stable boundary layer (Kosović and Curry

2000; Mason and Derbyshire 1990; Basu and Porté-Agel 2006).

The high accuracy of LES is because of to the fact that the

larger flow structures are sufficiently resolved at the compu-

tational grid scale while smaller subgrid-scale structures can be

accurately modeled (Meneveau and Katz 2000). LES has also

been successfully employed to study atmospheric turbulence

over complex terrain (Fedorovich 1986; Smith and Skyllingstad

2005; Chow et al. 2006). More recently, however, wave-phase-

resolved simulations of themarine atmospheric boundary layer

(MABL) have been undertaken (Sullivan et al. 2008, 2014,

2018b; Hao et al. 2018; Hao and Shen 2019), which have en-

hanced our understanding of the offshore turbulence charac-

teristics. Wave-phase-resolved simulations require the use of

more sophisticated numerical algorithms often comprising two

separate but loosely coupled subsolvers, one to predict the

temporal/spatial evolution of the free-surface waves and an-

other to simulate the atmospheric turbulence or alternatively a

two-phase (i.e., air/water) solver with an advanced interface-

tracking algorithm (Prosperetti and Tryggvason 2009). The

latter approach has not been used in large-eddy simulation of

the MABL and only a handful of direct-numerical simulation

(DNS) studies exist to this day (Lin et al. 2008; Yang et al.

2018). However, the former approach that employs the two

subsolvers loosely coupled together at the air–sea interface is

considered to be a state-of-the-art model for large-eddy sim-

ulations of the MABL. Its use in marine boundary layer sim-

ulations has helped us gain insight into the complex wind–wave

interaction processes and to that extent it has also challenged

the validity of the widely used Monin–Obukhov similarity

theory (MOST; Monin and Obukhov 1954) in wave-driven

wind cases (Sullivan and McWilliams 2010; Jiang et al. 2016).

We note here that MOST provides an analytical expression for

the mean velocity and temperature profiles in the lower part of

the ABL also known as the ‘‘surface layer’’ (see section 2) and

therefore is germane to wind energy applications. Considering

the importance of wind–wave interactions in predicting the

ambient atmospheric turbulence as well as the impact theymay

have on predicting turbine loads and power output, as it was

recently demonstrated by Yang et al. (2014a,b), AlSam et al.

(2015), and Calderer et al. (2018), we argue that wind–wave

coupling models remain a key aspect of offshore wind energy

modeling and therefore need to be thoroughly studied.

In this article, we present a comprehensive review of wind–

wave coupling models that can be adopted to perform large-

eddy simulations of the MABL within the context of

turbulence-resolving simulations at grid scales of magnitude

O(1–15m) and used in offshore wind energy applications at

similar or finer resolution. We shall refer to such scale-

resolving simulations within domain sizes of O(1–50 km3) as

‘‘microscale’’ simulations. This article complements many ex-

isting reviews on the fluid dynamics of wind over waves and the

marine boundary layer (Belcher and Hunt 1998; Sullivan and

McWilliams 2010) and textbooks and proceedings on wind–

wave interaction (Csanady and Gibson 2001; Jones and Toba

2001; Hunt and Sajjadi 2003; Janssen 2004). However, in this

review, we emphasize the modeling aspects by laying out all of

the crucial algorithmic components. Thereby, the remainder of

this review article starts with section 2, where we introduce the

main geophysical processes present in the MABL together

with the governing equations used within a three-dimensional,

unsteady LES framework. Next, we present the wave-phase-

averaged and phase-resolvedmodeling techniques in sections 3

and 4, respectively. These are followed in section 5 by a brief

introduction of the most recent field databases collected in

offshore regions of high relevance to offshore wind energy. In

section 6, we summarize the physical insights gained from

performing large-eddy simulations of the MABL as well as the

remaining knowledge gaps and modeling limitations of the

reviewed models.

2. The marine atmospheric boundary layer structure and
governing equations

The MABL is a special type of the ABL that occurs over

oceans or large lakes. As such, it shares many of its features

with the well-studied, land-based ABL, including a similar

vertical structure. On the other hand, the physical processes of

the MABL are more complex as they involve additional pro-

cesses at the air–sea interface that span multiple time and

length scales. Nonetheless, for the sake of simplicity, we define

the vertical structure of the MABL in analogy with the land-

based ABL (Stull 1988; Kaimal and Finnigan 1994; Wyngaard

2010) by splitting it into two distinct regions: the ‘‘surface’’ or

‘‘constant-flux’’ layer and a free-atmosphere-topped ‘‘mixed’’

layer, as shown in Fig. 1. The former is about 1–100m high, and
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the vertical variations of the turbulent fluxes therein are not

expected to exceed 10%of their surface values. This region can

be further split into the ‘‘wave boundary layer,’’ which is the

region immediately adjacent to, and directly impacted by,

the motion of the waves, and the ‘‘inertial sublayer,’’ where the

bulk exchange of mass, momentum, heat, and moisture be-

tween the wind and waves takes place. The wave boundary

layer is considered to be only a few meters high [O(1m)] for

wind-driven waves and it is believed to reach higher altitudes

only in cases when light winds blow over faster-moving swells

(Grachev and Fairall 2001; Grachev et al. 2003). The inertial

sublayer, together with the wave boundary layer, make up

approximately 10%–20% of the overall boundary thickness.

Above the surface layer lies the mixed layer, which, depending

on the thermal stratification, can extend to altitudes of 200–

700m. Last, the free atmosphere, a stably stratified nontur-

bulent region above the atmospheric boundary layer, lies atop

the mixed layer and its onset defines the overall MABL

thickness. For completeness, we should also mention that a

thin layer above the air–sea interface exists, called the surface

or viscous sublayer, where viscous fluid forces are important.

Thanks to the very-high-Reynolds-number nature of the

MABL, Re . 107, this region is only a few millimeters thick

and therefore ignored in most numerical models.

The dynamics of the MABL can be described by the un-

steady, compressible Navier–Stokes equations, which is

common in mesoscale models [e.g., Weather Research and

Forecasting (WRF) Model; Skamarock et al. 2019]. However,

inmicroscalemodeling, one can assumeacoustic incompressibility

to define a potential temperature u that remains constant

during isentropic displacements in the atmosphere and employ

the Boussinesq approximation to account for buoyancy effects

in the momentum equation. The resulting simplified model

provides a framework for large-eddy simulation of the MABL,

and it may take the following form:

›~u
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where the tilde represents a resolved-scale fluid property; ui is

the velocity field; r0 is a reference density; p0 is the pressure

fluctuation; Vj is Earth’s rotation vector; Gi is the geostrophic

wind vector; tDij 5guiuj 2 ~ui ~uj is the deviatoric part of the

subgrid-scale stress tensor; qj is the subgrid-scale heat flux;

u and u0 are the potential temperature and its reference value,

respectively; and gi5 (0, 0,2g) is the gravitational acceleration

vector. It is worth noting that in the LES equations of theABL,

the viscous term has been ignored because of the high-

Reynolds-number nature of the flow. Subgrid-scale stress clo-

sure models have been proposed for tDij , from the standard

Smagorinsky model (Smagorinsky 1963) to the one-equation

kinetic energy model (Moeng 1984), to more sophisticated

dynamic models (Meneveau and Katz 2000). The effect of the

moving waves can be introduced into the previouslymentioned

model using two different approaches. The first is that of the

wave-phase-averaged and wall-modeled LES, where a flat-

bottom computational domain is used, and the wave motions

are averaged in time, whereas the second and more computa-

tionally demanding approach is to resolve the wave phase and

represent it in the airflow solver through a deforming ‘‘waving’’

boundary. The latter approach will be called the wave-phase-

resolved LES model. The numerical and modeling approaches

are discussed in the following sections (3 and 4).

3. Wave-phase-averaged, wall-modeled LES

In wave-phase-averaged MABL, an analogy between mo-

mentum transfers in the vicinity of a solid rough surface and that

of the air–sea interface can be made. Thus, for aerodynamic

FIG. 1. Schematic representation of the atmospheric vertical structure over ocean waves.
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purposes, moving waves can be described through roughness

elements. For both microscale and mesoscale modeling of

the atmospheric boundary layer, surface fluxes are often rep-

resented by the bulk aerodynamic drag so that

t
tot

5 r
a
C

d
jU

r
jU

r
, (3)

where Cd is a drag coefficient, ra is the air density, and Ur is a

reference velocity above the sea surface. Following the analysis

of Phillips et al. (1966) andMakin and Kudryavtsev (1999), the

total stress can be further decomposed into the turbulent shear

stress tturb, the wave-induced shear stress twave, and the viscous

shear stress tvisc, so that the sum of all three is equal to the

square of the friction velocity u2

*,

t
tot
(z)5 t

turb
(z)1 t

wave
(z)1 t

visc
(z)5 r

a
u2

* . (4)

With these three terms supporting wind shear, the viscous

shear stress is often neglected because of the high-Reynolds-

number characterizing the ABL. The turbulent stress is often

parameterized through the mixing-length theory, which sug-

gests that

t
turb

(z)5 r
a
(kz)

2du

dz

����dudz
���� , (5)

where k ’ 0.41 is the von Kármán constant and du/dz is the

velocity gradient at height z. The wave-induced stress, on the

other hand, may be defined through a decaying function G d(z)

of the wall (z 5 0) wave-induced stress

t
wave

(z)5 t
wave

(0)G
d
(z) , (6)

which can, in turn, be defined through a directional wave

spectrum F(k, f), for example,

t
wave

(0)5 r
a

ð‘
0

ðp
2p

v2F(k,f)b(k,f) dkdf , (7)

where k and f are the wavenumber and propagation angle of

the waves, respectively, and b(k, f) is the wave growth func-

tion. For wind-driven waves, it can be argued that twave(z)

decays very rapidly with height z, and Janssen (1989) showed

that the wind profile can be defined as

u(z)5
u*
k
ln

�
z1 z

0
2 z

b

z
0

�
, (8)

where zb is the ‘‘background’’ roughness. Note that zb becomes

z0 when the wave-induced stress becomes very small. This is

the case in most microscale studies (Smith 1988; Fairall et al.

2003), in which the roughness length scale, is defined as the sum

of the viscous-supported length scale z0,s 5 0.1nair/u* and the

‘‘sea surface’’ roughness z0,w so that

z
0
5 z

0,s
1 z

0,w
. (9)

This roughness scale can be used in wall-modeled LES to

represent the near-surface fluid dynamics through a wall-stress

model (Schumann 1975; Moeng 1984),

twalli3 52C
d
U

wall
~u
i
, for i5 1, 2, (10)

where Uwall 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~u2
1 1 ~u2

2

p
is the magnitude of the wall-parallel

velocity and Cd is a drag coefficient defined as

C
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�
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log(z
r
/z

0
)2C

M
(z

0
/L)

�2
, (11)

where zr is a reference height above the sea surface, CM is

the Monin–Obukhov momentum similarity function, and L5
2u3

*u0k/(gQ0) the Obukhov length scale defined through the

friction velocity u* and the heat fluxQ0 at the air–sea interface.

In a similar fashion, we may define the heat flux at the air–sea

interface through a surface heat flux

qwall
u 5C

h
U

wall
(u

0
2 ~u) , (12)

where

C
h
5

u*k

log(z
r
/z

0
)2C

H

(13)

is the enthalpy coefficient and CH is the Monin–Obukhov

enthalpy similarity function to correct for stability effects. To

estimate z0 (hereinafter we shall assume that z0 ’ z0,w because

z0,s � z0,w), Charnock (1955) proposed a constant ach and re-

lated the roughness length scale as

z
0
5
a
ch

g
u2

* . (14)

The values of ach have been reported to vary from 0.0144 to

0.035 (Kitaigorodskii and Volkov 1965; Garratt 1977;Wu 1980;

Geernaert et al. 1986) with these differences being attributed

to a number of factors such as the wind speed (Fairall et al.

2003; Edson et al. 2013), the sea state (e.g., wave age) (Donelan

1990; Smith et al. 1992; Fairall et al. 2003; Oost et al. 2002), or

the water depth (Geernaert et al. 1986, 1987; Geernaert 1990;

Smith et al. 1992; DeCosmo et al. 1996; Taylor and Yelland

2001; Foreman and Emeis 2010; Jiménez and Dudhia 2018).

Waves tend to be rougher over shallow waters thanks to the

open ocean.

a. Wave-age and wave-steepness dependence of the sea
surface roughness

Many studies have already tried to relate z0 to the peak (or

characteristic) wave age cp/u*, where cp is the peakwave-phase
speed (Masuda and Kusaba 1987; Donelan 1990; Toba et al.

1990; Smith et al. 1992; Drennan et al. 2005), and all have

proposed a relationship that takes the form

z
0
*5A

1
(u*/cp)

B1 , (15)

where z0*5 z0u
2

*/g is a friction-velocity-scaled roughness and

A1 and B1 are the two experimentally determined model pa-

rameters. These parameters have been found to vary signifi-

cantly from dataset to dataset and there is no universally

accepted set of values (for more details see Table 1). This is

related to the fact that in Eq. (15) both the wave roughness z0
and the wave-phase velocity are scaled by the friction velocity

u*, as was noticed by Smith et al. (1992) and Lange et al.

(2004). As a remedy to this problem, Drennan et al. (2003)
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grouped data by u* so that any variability in wave age would

arise from the waves peak phase velocity, and they proposed

the following relation,

z
0

H
s

5 3:35

 
u*
c
p

!3:4

, (16)

where Hs is the characteristic wave height. An alternative

scaling to that of the inverse wave age u*/cp was also proposed

by Taylor and Yelland (2001), who based it on wave steepness

Hs/lp using the peak wavelength scale lp. It takes the form

z
0

H
s

5A
2

 
H

s

l
p

!B2

. (17)

The same authors found that the parameter values A2 5 1200

and B2 5 3.4 fit many existing datasets so that this new for-

mulation does not exhibit a spurious correlation between z0
and u*. However, it was also found that their model performs

poorly for very short fetches (young waves with cp/u* , 15).

Alternative formulations of the wave-steepness scaling exist

and often utilize the root-mean-square of the surface elevation,

instead (Donelan 1990). A number of the above-mentioned

models are presented in Table 1 using both the original

Charnock (1955) or the significant wave height, scaling for

normalizing the sea surface roughness. In addition, we plot in

Fig. 2 all of themodels presented in Table 1 using both scalings,

as well as existing field data from the literature. We note here

that the nondimensional sea surface roughness is plotted against

vp*[vpu*/g, the nondimensional angular peak frequency. This

is obtained from the inverse wave age (u*/cp) using the linear

dispersion relationship of deep-water waves v2
p 5 kg.

b. Wave-spectra-informed sea surface

A more systematic way to compute sea surface roughness

was presented by Kitaigorodskii (1968), who used the wave-

number spectrum F(k) to obtain

z20 5A2

ð‘
0

F(k) exp

�
22k

c(k)

u*

�
dk , (18)

where c(k) is the wave-phase speed of wavelets with a wave-

number, k, and A is a model constant/parameter. The signifi-

cance of Kitaigorodskii’s model is that the integration of the

roughness components (wavelets) are filtered by their wave

age through the exponential term exp[22kc(k)c(k)/u*],
also known as the Kitaigorodskii filter. Hence, during wave

growth and the shift of the wave spectral peak to lower

wavenumbers the contribution to the overall roughness length

is transferred to the spectral tail. Thus, to obtain the roughness

length scale z0 from Eq. (18), an empirical wave-spectrum

model needs to be used. This may include a unidirectional-

wave spectrum or directional-wave variance spectrum, F(k),

where k 5 (kx, ky) is the wavenumber spectrum. Such a spec-

trum is that of the Joint North SeaWave Project (JONSWAP),

which in its one-dimensional form in wavenumber space is

given by

F
J
(k)5

a
J

2k3
exp

"
2
5

4

�
k
p

k

�2
#
gr , (19)

where kp is the wavenumber of the spectrum peak, and aJ, g,

and r are parameters of the sea state. The final wave spectrum

formulation takes into account the directionality of the waves

by multiplying the one-dimensional spectrum with a spreading

function D(k, f),

S(k,f)5D(k,f)F
j
(k) , (20)

where f is the wave-propagation angle. Kitaigorodskii (1973)

replaced the integrated form with

z
0
*5 0:068(u*/cp)

23/2
exp(2kc

p
/u*), (21)

which, however, is not consistent with the integration of

Eq. (18). Other variances of the integral form can be sought

through directly integrating the wave spectra, and examples

can be found in the studies of Donelan et al. (1985), Banner

(1990), and Elfouhaily et al. (1997).

4. Wave-phase-resolved LES

The sea surface–roughness approach provides a static rep-

resentation of the wind–wave interaction and can be in-

terpreted as a wave-informed drag model that only accounts

for a downward momentum transfer (from wind to waves).

However, recent studies have shown that this is not the case

under swell-dominated seas where long waves propagate into

light or moderate winds and where momentum can also be

transferred upward (Grachev and Fairall 2001; Sullivan et al.

2008). In such a scenario, a dynamic coupling between the

airflow and the propagating waves is needed. Such approaches

have been pursued for airflow over monochromatic or broad-

band waves in either the context of direct-numerical simula-

tions (Sullivan et al. 2000; Sullivan andMcWilliams 2002; Shen

et al. 2003; Kihara et al. 2007; Yang and Shen 2009, 2010;

Druzhinin et al. 2012; Åkervik and Vartdal 2019; Wang et al.

2020), wall-resolved large-eddy simulations (Zhang et al. 2019;

Cao et al. 2020), or wall-modeled LES (Sullivan et al. 2008;

Yang et al. 2013a; Sullivan et al. 2014; Hara and Sullivan 2015;

Sullivan et al. 2018a,b; Hao et al. 2018; Hao and Shen 2019).

The latter approach is appropriate for the dynamic coupling

between wind and ocean waves in the context of the MABL

and requires the use of two separate models: a wall-model-

equipped LES solver to resolve the atmospheric turbulent

flow and a potential-flow solver to advance the free-surface.

TABLE 1. Table of models for the sea surface roughness length scale.

Model z0*[ (gz0/u
2

*) z0/Hs

Charnock (1955) ach 1.1ach(u*/cp)
3/2

Masuda and Kusaba (1987) 0.0129(u*/cp)
1.10 0.0142(u*/cp)

2.60

Donelan (1990) 0.42(u*/cp)
1.03 0.46(u*/cp)

2.53

Toba et al. (1990) 0.02(u*/cp)
0.5 0.022(u*/cp)

Smith et al. (1992) 0.48(u*/cp) 0.53(u*/cp)
5/2
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The dynamic coupling between the two models is achieved by

an exchange of information at the air–sea interface. In partic-

ular, the potential-flow wave model provides information

about the free-surface vertical displacement h(x, y, t) and local

orbital velocity (uo, yo,wo), which in turn enters the LES solver

through a waving boundary condition. The updated sea surface

elevation distorts the LES mesh by moving the mesh nodes

vertically to remap the computational domain. On the other

hand, the LES model passes the surface atmospheric pressure

fluctuations, p0
atm 5 patm 2patm, to the potential-flow wave

solver, which is used as a dynamic boundary condition on the

free surface. This approach is often referred to as ‘‘two-way

coupling.’’ In the following sections we present, for both

models, their governing equations as well as modeling ap-

proaches and the coupling procedure necessary to yield the

final wind–wave interaction model.

a. Potential-flow theory and wave models

To describe the evolution and propagation of water waves

in the open ocean, it is often desirable to assume that the flow

be incompressible, inviscid, and irrotational, which admits

potential-flow theory. To this end, we may describe the wave

velocity fieldU5 =F through a potential velocity field F(x, y,

z, t) so that

=2F5 0: (22)

Equation (22) is derived directly by applying a conservation of

mass and assuming potential flow. Furthermore, if we assume

that the wave free surface is a material surface, we may obtain

the dynamic and kinematic free-surface boundary conditions,

respectively:

›F

›t
52gh2

1

2
jFj2 2p0

atm

r
w

at z5 h(x, y, t) and (23a)

›h

›t
52

›F

›z
2=F � =h at z5 h(x, y, t). (23b)

Here, h(x, y, t) represents the free-surface amplitude measured

from a reference height, z 5 0, rw is the water density, and

p0
atm is the atmospheric pressure fluctuations at the free surface.

Solutions to Eq. (22) under the general form of the boundary

conditions (23a) and (23b) cannot be obtained analytically

because of the nonlinear nature of the dynamic free-surface

boundary condition (DFSBC). Simpler solutions, however, are

possible (Airy 1845; Stokes 1847; Fenton 1985) by linearization

of the DFSBC and are often available in water-waves me-

chanics or marine hydrodynamics textbooks (e.g., Newman

1977; Dean and Dalrymple 1991). Alternative solutions in-

clude the use of numerical algorithms such as the finite-

element method (Ma and Yan 2006), the boundary-element

method (Longuet-Higgins and Cokelet 1976), or the high-

order spectral (HOS) method (Dommermuth and Yue 1987).

The latter, although it is restricted to periodic boundary con-

ditions, is often the preferred wave model for wave-phase-

resolved MABL simulations thanks to its higher accuracy and

efficiency. HOS algorithms utilize the Zakharov equations

(Zakharov 1968) to describe the deep-water nonlinear free-

surface boundary conditions:

›h

›t
5 (11 j=?hj2)W2=?F

2
s � =?h and (24a)

›F
s

›t
52gh2

1

2
jF

s
j2 1 1

2
(11 j=?hj2)W2 2

p0
atm

r
w

, (24b)

where =? is the horizontal gradient operator and Fs 5 F[x, y,

h(x, y, t), t] and W 5 (›F/›z)(x y, h, t) are the free-surface

velocity potential and vertical velocity, respectively. Additionally,

in HOS models the vertical potential gradient needs to vanish

at a water depth z 5 2d,

FIG. 2. Compilation of models for sea surface roughness as a function of the nondimensional angular peak

frequency.
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›F

›z
(x, y, z52d, t)5 0, (25)

while periodicity is considered for the velocity potential F, W,

and h along the two lateral directions:

[h,F
s
,W](x5 0, y, t)5 [h,F

s
,W](x5L

x
, y, t) and (26a)

[h,F
s
,W](x, y5 0, t)5 [h,F

s
,W](x, y5L

y
, t). (26b)

The numerical implementation of the HOS method as well as

further details on the wave field initialization and generation

can be found in the appendix sections a and b, respectively. An

example of a solution obtained via the open-source code HOS-

ocean for the purpose of this review is shown in Fig. 3.

b. Computational fluid dynamics solvers usingmeshmotion

The need to resolve the flow within the MABL introduces

the need for a waving boundary condition, i.e., an otherwise

solid boundary is moving either in a prescribed fashion or

in response to the airflow pressure field. Such a condition re-

quires the numerical solvers to be able to handle mesh motion

through either finite-volume/element frameworks that are

based on arbitrary Lagrangian–Eulerian methods (Noh 1963;

Donéa et al. 1982) or through grid-coordinate transformations

(Anderson 1995, chapter 5). The latter approach has been the

preferred option in the wind–wave interaction literature and a

number of different algorithms have been developed (Yang

and Shen 2011a,b; Sullivan et al. 2014) as a straightforward

extension of existing pseudospectral or finite-difference-based

computational fluid dynamics (CFD) solvers. Here, we present

the governing equations, coordinate transformation, and

overall implementation by adopting the notation and nu-

merical algorithms from Sullivan et al. (2014). A similar

problem formulation can be found in the work of Yang and

Shen (2011a,b). Nonetheless, to obtain a wave-following

system of equations we need to apply a coordinate trans-

formation between the ‘‘physical-space’’ coordinate system

(x, y, z, t) and the computational space coordinate system

(j, h, z, t) [xi 5 (x, y, z, t)5ji 5 (j, h, z, t)] in which

x5 j, y5h, z5 z1 h(x, y, t)

 
12

z

L
z

!y

and

›j

›x
5 1,

›z

›x
52

›z

›j
,

›z

›z
5 J, and

›z

›t
52

›z

›t

1

J
,

where h(x, y, t) is the time-varying surface wave height, and

here y 5 3 is the mesh dampening coefficient (Fig. 4).

With these definitions, we may rewrite the LES Eqs. (2a),

(2b), and (2c) as

›U
i

›j
i

5 0, (27a)

›

›t

�
~u
i

J

�
1

›

›j
j

[(U
j
2 d

3j
z
t
)~u

i
]5

F
i

J
, and (27b)

›

›t

~u
J

� �
1

›

›j
j

[(U
j
2 d

3j
z
t
)~u]5

Q
i

J
, (27c)

where Fi andQi are right-hand-side momentum and heat terms

defined via

F
i

J
52

›

›j
j

�
~p0

J

›j
j

›x
i

�
2

›

›j
j

 
tDij

J

›j
j

›x
i

!
1

�~u2 u
0

Ju
0

�
g
i

1 2«
ijk
V

j

(~u
k
2G

k
)

J
g and (28a)

Q
i

J
52

›

›j
j

�
t
iu

J

›j
j

›x
i

�
. (28b)

Here, both the momentum and potential-temperature advec-

tion terms are written in the strong flux-conservation form

using the contravariant flux velocity Ui 5 (U, V, W ),

U
i
5

u
j

J

›j
i

›x
j

. (29)

The incompressibility condition is guaranteed by also solving

for the pressure Poisson equation,

›

›j
i

 
1

J

›j
i

›x
j

›j
m

›x
j

›p*

›j
m

!
5S , (30)

where S is a force proportional to the divergence field of the

advection term.

1) GEOMETRIC CONSERVATION LAW

Another important aspect of the ‘‘wave following’’ solver is

the satisfaction of the so-called geometric conservation law

FIG. 3. Example of an irregular wave field produced by an HOS

model. The presented results correspond to irregular JONSWAP

waves, with a peak periodTp5 10 s, assuming that the atmospheric

pressure fluctuations forcing term is zero (p0
atm/ra 5 0). The com-

putational domain has dimensions of 20lp3 20lp and is discretized

using 256 3 256 nodes. The presented snapshot was originally

generated for the purposes of this review using the open-source

code HOS-ocean (Ducrozet et al. 2016).
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(GCL), which should guarantee that the discrete system of

equations under mesh motion conserves its volume (Thomas

and Lombard 1979; Demird�zić and Perić 1990). Thus, in a co-

ordinate transformation formulation, the GCL needs to satisfy

the following condition:

›

›t

�
1

J

�
1

›

›j
i

�
1

J

›j
i

›t

�
5 0: (31)

Furthermore, using the previously described coordinates trans-

formation, the GCL further simplifies to

›

›t

�
1

J

�
2

›

›z

�
›z

›t

�
5 0: (32)

General-purpose CFD algorithms that do not utilize the

‘‘coordinate transformation’’ approach will need to follow a

more generic formulation (e.g., Mavriplis and Yang 2006).

2) BOUNDARY CONDITIONS AND SURFACE FLUXES

While the shape of the wavy surface and its movement partly

define the boundary conditions through mesh motion, the ve-

locity and wall-stress (surface flux) boundary conditions also

need to be considered. It is worth emphasizing here, that al-

though the wave-phase-resolved simulations resolve the wave-

coherent structures, they also rely on wall modeling to account

for the subgrid-scale wave motions. Starting with the velocity

boundary condition, the total time rate of change of the wave

height h(x, y, t) is

Dz

Dt

����
fs

5
Dh

Dt
5w

o
5
›h

›t
1
›h

›x
u
o
1
›h

›y
y
o

at z5 0: (33)

If we require an impenetrable boundary condition in the wall-

normal direction (z direction), we then need to set the con-

travariant velocity, W 5 ›h/›t. Similarly, the top velocity

boundary condition is set toW5 zt 5 0 at z 5 ZL. Because no

mesh motion takes place under the other two directions

(streamwise and lateral), the two velocity boundary conditions

are simply set to U 5 uo and V 5 yo. Next, stresses/surface

fluxes at the wall can be computed using the wall-stress models

described in section 3. These surface fluxes, however, need to

be computed in the local wave-fitted coordinate system as-

suming the law-of-the-wall formulas. Thus, at each grid node,

we define the two tangential vectors, t1 and t2, a surface normal

vector, n5 t1 3 t2, as well as a relative filtered velocity vector,

~us 5 ~uw 2 ~ua as the difference between thewater waves velocity

~uw and the airflow velocity ~ua above it. To that end, the shear-

stress tensor is defined as

t0 52C
d
j~u

s
j[~u(1)s t

1
1 ~u(2)s t

2
] , (34)

where the prime represents a shear-stress tensor aligned with

the local, transformed coordinate system and the surface heat as

Q*5C
h
j~u

s
j(u

0
2 ~u) . (35)

The bulk-transfer coefficients, Cd and Ch, are again computed

using the MOST arguments of a flat surface. One parameter

that needs to be entered here is z0. Only this time z0 does not

represent the roughness coming from all wavelength scales but

only of the unresolved ones. Most studies with wave-phase-

resolved simulations have adopted small values—for example,

z0 5 2 3 1024 in Sullivan et al. (2008)—to represent the

roughness coming from the unresolved waves. However, Yang

et al. (2013a,b) investigated five different dynamic sea surface

roughness models, which take into account the underlying

wave spectra, namely, the ‘‘root-mean-square model,’’ the

‘‘geometry model,’’ the ‘‘steepness-dependent Charnock

model,’’ the ‘‘wave-kinematics-dependent model,’’ and the

‘‘combined-kinematics-steepness model.’’ They found that

the wave-kinematics-dependent model based on the idea of

Kitaigorodskii and Volkov (1965), which accounts for both

the wave amplitude information (through the wave spectrum

function) and the kinematics of wind and wave relative motion

(through an exponential function that depends on the ratio of

wave-phase speed to wind-friction velocity), yields the best

performance.

c. Wave motion via the immersed boundary method

An alternative solution to the mesh-motion wind–wave

coupling can be sought by using the immersed boundary

method (IBM), first introduced by Peskin (1972). Since its

conception, the IBM has been used in numerous fluid me-

chanics problems and engineering applications (Mittal and

Iaccarino 2005; Griffith and Patankar 2020) and it is in general

considered a robust and mature approach to resolving the fluid

FIG. 4. Schematic representation of the coordinate transformation between the physical and computational

domains. The figure is adopted from Yang et al. (2013a).
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flow over complex geometries. From an implementation point

of view, IBM does not require geometry-conforming meshes

and the influence of a solid boundary on the fluid flow is real-

ized through a boundary force. In incompressible solvers, the

force is applied during an intermediate time step and through

the Poisson equation solved within the projection method to

ensure that the flow field remains divergence-free everywhere

in the domain. In the context of the atmospheric boundary

layer, IBM has been used to resolve the airflow over complex

terrain (Bao et al. 2018; Arthur et al. 2020; Liu and Stevens

2020) and in general two variants of the method have been

proposed. In the first approach, the velocity just above the

terrain surface is reconstructed to fit a profile given by simi-

larity theory (e.g., MOST) and it is referred to as the velocity-

reconstruction immersed boundary method (VR-IBM) (Bao

et al. 2018; DeLeon et al. 2018), whereas in the second the

shear stress in the vicinity of the immersed surface is re-

constructed using similarity theory, and it is therefore referred

to as the shear-stress reconstruction method (SR-IBM) (Diebold

et al. 2013; Ma and Liu 2017; Liu and Stevens 2020). The latter

approach resembles the boundary condition of the geometry-

conforming moving meshes just mentioned earlier as surface

fluxes are calculated along the immersed boundary using

the local tangential and normal vectors. Finally, it is worth

noting that while to the best of our knowledge the IBM has

not been applied to wind–wave interaction problems yet, its

extension to moving boundaries can be straightforward as

previous studies on moving objects and fluid–structure in-

teraction have already proved its feasibility (Griffith and

Patankar 2020).

d. Interface between the wind LES and wave HOS models

Regardless of the airflow discretization strategy (geometry-

conforming moving mesh/moving immersed boundary) a cou-

pling procedure is needed to provide a two-way (or dynamic)

coupling between the wind and wave models. Thus, at each

time step, the wave field is forced by the wind by incorporating

the atmospheric pressure fluctuations into the dynamic boundary

condition. The wave solution is integrated in time for Dt, and
the wave elevation h and orbital velocity field uo 5 (uo, yo, wo)

are updated. These, in turn, are used by the LES model to

adapt the geometry of the domain boundary (and its mesh

thereafter), as well as apply a new velocity boundary condition

at each mesh node. The LES model advances in time as well,

and the coupling procedure is repeated. The interface is shown

schematically in Fig. 5. Note here that a number of LES studies

(e.g., Yang et al. 2013a) do not consider the airflow’s feedback

to the wave model. This is because of the fact that the time

scale for the wave to evolve under wind-driven conditions is

much larger than the advection and turnover time scales of

turbulent eddies and thus near-surface pressure variations (Liu

et al. 2010). In that case, the magnitude of the time step needed

by the two models may differ by an order of magnitude, with

the LES solver often imposing a stricter Courant–Friedrichs–

Lewy (CFL) number condition. For instance, in the very recent

two-way-coupled study of Hao and Shen (2019) undertaken for

the evolution of wind-driven (slow) waves, the time step of the

coupledHOS-LES simulations was chosen to be 8.73 10233 Tp,

where Tp is the waves’ peak period, whereas at the same time,

the high-order spectral method of Dommermuth and Yue

(1987) could have allowed for a larger time step to be used

based on the local CFL number. On the other hand, in swell-

dominant (fast moving) wave scenarios, the wave solver may

be the one to dictate the time step size. To this end, from a

numerical point of view, the two models may exchange in-

formation less or more frequently and oftentimes allow one

of the solvers to advance its solution multiple time steps

before exchanging information with the other one. Last,

but not least, extra care should be taken to account for any

differences in the spatial resolution used by the two models.

In the simple case where the horizontal mesh resolution of

the LES model is identical to the wave model, the mapping

between the two models’ mesh is straightforward. However,

oftentimes the two models may employ different degrees

FIG. 5. Schematic representation of the two-way coupling between the LES wind model and the potential-flow

wave model.
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of refinement, thus, an interpolation algorithm may also

be needed.

5. Measurement data for model validation

Validation datasets have historically been critical to model

development with field campaigns and their reported data

extending over five decades: Atlantic Trade Wind Experiment

(ATEX; Dunckel et al. 1974), Air Mass Transformation

Experiment (AMTEX;Mitsuta 1979), JointAir–Sea Interaction

(JASIN; Pollard et al. 1983),MarineRemote Sensing (MARSEN;

Geernaert et al. 1986),CanadianAtlantic StormsProgram (CASP

(Stewart et al. 1987), Coastal Ocean Dynamics Experiment

(CODE; Zemba and Friehe 1987), Frontal Air–Sea Interaction

Experiment (FASINEX; Li et al. 1989), COARE (Webster

and Lukas 1992), Humidity Exchange over the Sea (HEXOS;

DeCosmo et al. 1996), Surface Wave Dynamics Experiment

(SWADE;Donelan et al. 1997),RisøAir–SeaExchange (RASEX;

Johnson et al. 1998), Flux, État de la mer et Télédétection en

Condition de fetch variable (FETCH; Drennan et al. 2003),

and CBLAST (Black et al. 2007; Edson et al. 2007). Herein, we

summarize some of the most recent field studies in Table 2 that

recorded comprehensive and publicly available measurement

data as well as laboratory-scale experimental data that are

suitable for model validation.

We start with the Tropical Ocean Global Atmosphere

(TOGA) COARE, which is one of the widely used datasets

for validating atmosphere–ocean coupling (Webster and

Lukas 1992). The campaign took place in the equatorial

western Pacific from 1992 to 1993, and advanced our under-

standing of climatic patterns and oscillations. In addition to

conventional meteorological and oceanic measurements of

the campaign (e.g., buoy), ship radars and aircraft observa-

tions were also deployed. Research using this dataset related

to wind energy includes a study on near-surface wind spectra

and variability across spatial and temporal scales in offshore

environments (Wikle et al. 1999) and a comparison of TOGA

COARE observations with reanalysis winds.

Additionally, the ongoing atmospheric and oceanic mea-

surements at Forschungsplattformen in Nord- und Ostsee

(FINO) 1, 2, and 3 platforms have been widely analyzed by

researchers (Bakhoday-Paskyabi et al. 2018; Muñoz-Esparza
et al. 2012; Fischer 2006; Senet et al. 2012; Li and Lehner

2013; Hallgren et al. 2020; Sjöberg et al. 2015; Tangvald

2012). Their meteorological records for over a decade in

northern Europe support climatological studies on offshore

wind energy applications. Muñoz-Esparza et al. (2012) used
the observations to validate turbulence fluxes and atmo-

spheric stability from planetary boundary layer schemes in

mesoscale simulations. Bakhoday-Paskyabi et al. (2018)

used the Reynolds stresses to quantify the distortions in-

duced by wind turbine wakes in the marine boundary layer;

whereas more recently, Patton et al. (2019) examined the

role of wind–wave misalignment on the variability of non-

dimensional surface roughness when swells are prominent.

Note here that the instrumentation differs on each platform,

and in general FINO1 and FINO3 are considered to pro-

vide more detailed and accurate atmospheric and oceanic

measurements.

In the United States, the CBLAST project spanned multiple

years and provides valuable observed data for model valida-

tion. The two iconic branches of CBLAST were dedicated to

hurricanes (Chen et al. 2007; Black et al. 2007; Bell et al. 2012;

Drennan et al. 2007; French et al. 2007; Zhang et al. 2008) and

low-wind conditions (Edson et al. 2007; Crescenti et al. 2001),

respectively. The campaign recorded aircraft, surface-based

atmospheric, and oceanic measurements along the East Coast

in the summer months between 2001 and 2005. Chen et al.

(2013) developed a wind–wave-coupling parameterization and

used the CBLAST-Hurricane results for model validation.

Sullivan et al. (2008) used CBLAST-LOW field measurements

to validate wind–wave-coupled LES simulations in swells, and

they emphasized the importance of wave state in simulating

marine-surface drag.

In the ongoing effort to collect offshore wind measurements

in the United States, the U.S. Department of Energy, New

York State Energy Research and Development Authority,

andMassachusetts Clean Energy Center are deploying floating

lidars along the East Coast (Filippelli et al. 2015). The near-

surface meteorological and oceanic measurements supple-

ment the lidar data. The U.S. Department of Energy Office of

Energy,Efficiency andRenewableEnergy (EERE) announced in

TABLE 2. Most recent validation datasets suited for model validation of coupled wind–wave LES.

Field campaign Location Duration Selected references

FINO1 North Sea, Europe June to November 2015 for oceanic

variables; 2004 onward for

atmospheric variables

Bakhoday-Paskyabi et al. (2018), Muñoz-
Esparza et al. (2012), Fischer (2006)

FINO1 by-product North Sea, Europe — Senet et al. (2012)

FINO1 by-product North Sea, Europe 2011–12 Li and Lehner (2013)

FINO2 Baltic Sea, Europe 2007 onward Hallgren et al. (2020), Sjöberg et al. (2015)
FINO3 North Sea, Europe 2009 onward Tangvald (2012), Fischer et al. (2012)

DOE lidar buoy data U.S. East Coast 2014 onward U.S. Department of Energy

CBLAST low wind Massachusetts 2001–03 Edson et al. (2007), Crescenti et al. (2001)

CBLAST Hurricane Western Atlantic Ocean 2002–05 Chen et al. (2007), Black et al. (2007), Bell

et al. (2012), Drennan et al. (2007),

French et al. (2007), Zhang et al. (2008)

TOGA COARE Western Pacific Ocean 1992–93 Webster and Lukas (1992)
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April 2020 a funding opportunity (EERE 2020) for an offshore

wind resource measurement and modeling science topic area to

provide funding for an offshore field study to address a need to

improve offshore wind resource characterization. The increasing

field observations in the United States aim to reduce the uncer-

tainty in offshore wind resource assessment. In addition to large-

scale field measurements, experiments at the laboratory scale

have also been used to study wind–wave interaction (Karaki and

Hsu 1968; Stewart 1970; Hsu et al. 1981; Hsu and Hsu 1983;

Mastenbroek et al. 1996). The latter study of Mastenbroek et al.

(1996) provided evidence that validates the rapid distortion theory

of turbulence above the critical layer, with important implications

for turbulence closure models. More recently, Veron and co-

workers performed a series of extensive laboratorymeasurements

of the airflow above waves, using the laser-induced fluorescence

and particle image velocity techniques and have provided mea-

surements of the momentum-flux budget above waves by varying

thewave age andwave steepness parameters (Buckley andVeron

2016, 2017; Buckley et al. 2020; Yousefi et al. 2020). Their detailed

experimental data have also been used for validating LES studies

such as that of Husain et al. (2019). Additionally, Grare et al.

(2013, 2018) collected measurements at laboratory scale to esti-

mate the momentum transfers that take place around the critical

layer as well as information about the mean profiles and associ-

ated fluxes near the water surface. Finally, it is worth mentioning

two additional laboratory-scale studies, the first by Donelan

(2018) on the decrease of the sea drag coefficient as a result of

breaking or nonbreaking flow separation during high winds, and

the second by Troitskaya et al. (2012) also on the effect of surface-

drag saturation but explained by a quasi-linear model of the air

boundary layer above the wavy water surface.

6. Discussion

The computational approaches and experimental campaigns

have shed light on wind–wave interactions. However, our

understanding of these processes is far from complete. To em-

phasize the need to further pursue the development of wind–

wave parameterizations and coupled models, it is important to

briefly introduce some of the key phenomena taking place

during wind–wave interactions, and existing theories that have

attempted to explain the various mechanisms, as well as the

impact of high-fidelity models in advancing our understanding.

a. The role of high-fidelity modeling in advancing our

understanding of wind–wave interaction

The relationship between wind and waves can, in general, be

considered a nonequilibrium one. Wind and waves are con-

sidered to be in equilibrium when the wave spectrum does not

change with fetch and wind is balanced by wave dissipation

(through breaking) and wave-to-wave nonlinear interactions

(Csanady and Gibson 2001). To this end, wind–wave equilib-

rium has been the basis for the development of most sea sur-

face roughness parameterizations as one may unambiguously

define thewind–wave state via the wave age cp/Ur, whereUr is a

reference near-surface wind speed (e.g., U10 is the mean wind

speed 10m above the sea surface). Alternatively, the friction

velocity, u*, can be used. Thus, equilibrium is achieved when

cp/u* 5 30 or cp/Ur 5 1.2, the sea state is considered to be

growing when cp/Ur , 1.2 (wind-driven waves regime), and

when cp/Ur . 1.2 it is considered to be old (wave-driven wind

regime). Starting with wind-driven waves, a number of theories

have been developed over the last century starting with the

sheltering hypothesis of Jeffreys (1925). The most prominent

one has been the theory developed by Miles (1957) and later

refined by Miles (1959a,b, 1962, 1967) that describes the

generation mechanism and growth of wind waves through

the so-called ‘‘critical-layer’’ mechanism. The ‘‘critical layer’’

is assumed to be a horizontal layer at a height zc above the

moving waves at which U(zc) 5 c, where U is the mean wind

speed and c is the wave-phase speed. Miles’s theory recognizes

the resonant interaction between water waves and the airflow,

wave-induced pressure fluctuations aloft as the main mecha-

nism and predicts exponential growth that is on the order of

magnitude of the air-to-water density ratio rw/ra (Janssen

2004). Although Miles’s theory oversimplified the problem by

following a quasi-laminar approach and ignoring the turbu-

lence effects (except when considered for themean flow), it can

still be justified for typical ocean conditions (Janssen 2004).

Aspects of Miles’s theory have been confirmed by turbulence-

resolving simulations, such as the DNS data of Kihara et al.

(2007), Shen et al. (2003), Sullivan et al. (2000), and Yang and

Shen (2010), which have identified a region of closed stream-

lines, also known as the cat’s-eye pattern, which centered about

the critical-layer height, for a wide range of wave-age values,

cp/u*. Note here that what allows the clear detection of the

critical layer is also the sufficiently large wave age that can be

easily reproduced by a DNS study. Other theories, such as

those of Belcher and Hunt (1993) and Cohen and Belcher (1999)

involve the use of the rapid distortion theory of Batchelor

and Proudman (1954) and have been used to introduce the

‘‘nonsheltering’’mechanism,which togetherwithMiles’s critical-

layer mechanism provide a more complete explanation and

leading-order estimates for the growth rate of both slow- and

fast-moving waves. The wave-growth rate g can be calcu-

lated via

g

v
5

1

vE

dE

dt
5

r
a

r
w

�
c
p

u*

�2

b , (36)

where E is the energy transferred from the wind to the waves

and b is the wave-growth rate parameter. The use of turbulence-

resolving simulations in both DNS and LES studies has pro-

vided good estimates for b, which is calculated numerically

(Li et al. 2000) via

b5
2

l(ak)2

ðl
0

p

r
a
u2

*

›h

›x
dx . (37)

Sullivan and McWilliams (2002) and Yang and Shen (2010)

provided estimates for b using DNS of idealized monochro-

matic waves and found an overall good agreement with ex-

perimental data and the analytical solution of Miles (1993). A

more realistic case was considered by Hao and Shen (2019)

using LES over a JONSWAP spectrum. To calculate b, Hao

and Shen (2019) make use of the technique proposed by Liu

et al. (2010), which requires decomposing both the pressure
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and wave amplitude fields in the Fourier space. Estimates of

both DNS and LES models are shown together with experi-

mental data in Fig. 6. Moreover, the study of Hao and Shen

(2019) was able to both demonstrate and quantify the existence

of nonlinear interactions in the wind-forced wave field, which

results in a frequency downshift with wave-phase-resolved

LES simulations for the first time.

On the other side of the equilibrium line lies the case of wave-

induced winds (i.e., swell-dominated seas) for which cp/Ur . 1.2.

Swells are long, fast-moving, and remotely generated waves,

which can propagate for long distances without experiencing

significant dissipation, often in direction misalignment with the

local light winds. The presence of swells induces turbulent

stresses that invalidate the use of the MOST. Traditionally,

large-scale field campaigns have been able to show the devia-

tion of the surface stresses from themeanwind speed (Grachev

and Fairall 2001; Grachev et al. 2003; Li et al. 2018). To this

end, high-fidelity LES simulations have been performed to

study atmospheric turbulence above in swell-dominated seas

for both neutral atmospheric stability (Sullivan et al. 2008),

and a convective boundary layer (Nilsson et al. 2012). These

two solutions have modeled the swell as Airy (linear and

monochromatic) waves, h 5 A cos[k(x 2 ct)], where A is the

wave amplitude, x is the propagation direction of the wave, and

c is the wave speed calculated via the deep-water dispersion

relation c2 5 g/k 5 gl/(2p).

A three-dimensional snapshot of simulations conducted

for this article is shown in Fig. 7. The simulations correspond

to wind-following waves using the open-source CFD model

Nalu-Wind, which is part of the ExaWind simulation suite

(Sprague et al. 2020). In the figure, contours of the velocity and

vorticity fields are shown, highlighting the organization and

alignment of the large-scale vertical motions with propagating

waves. The role played by the upward transfer of momentum

can also be calculated using wave-phase-resolved simula-

tions and compared with existing measurements. For ex-

ample, Sullivan et al. (2008) conducted quadrant analysis

of the vertical momentum flux for both wave-following

and wave-opposing waves and compared it with data from

the CBLAST campaign (Edson et al. 2007; Smedman et al.

1999) and laboratory-scale measurements from Buckley and

Veron (2016). The comparison is shown in Fig. 8 by plotting

the normalized ratio of negative-to-positive-momentum-flux

quadrants2(Q21Q4)/(Q11Q3), whereQ15 (u0 . 0,w0 . 0),

Q2 5 (u0 , 0, w0 . 0),Q3 5 (u0 , 0, w0 , 0), andQ4 5 (u0 . 0,

w0 , 0), against wave age cp/Ur cosfmodified by the alignment

angle f. Here, the values of Q1, Q2, Q3, and Q4, represent the

joint probability density function of the velocity fluctuations

u0 and w0 belonging in their respective quadrants. It is clear

that2(Q21Q4)/(Q11Q3) reaches its peak at the proximity of

cp/(Ur cosf)5 0, which indicates that for a stationary rough (or

wavy) wall, the transfer is downward (from the wind to the

waves). On the other hand, at a sufficiently large absolute wave

age a balance between negative and positive flux contributions

is achieved [i.e., 2(Q2 1 Q4)/(Q1 1 Q3) ’ 1], which implies

that the drag force becomes nearly zero (Sullivan et al. 2008).

From Fig. 8 we observe another wind–wave regime, that of

the fast-propagating (cp/Ur . 1.2) but wind-opposing waves

(cosf , 0). Wind-opposing simulations have been considered

by only a few studies; Mastenbroek (1996), Sullivan et al.

(2008), and Cao et al. (2020) have shown that the wave influ-

ence on the airflow exhibits features very different from that of

the wind-following waves at the same wave age. These features

include high sea-drag forces, small surface wind speed, large

momentum flux, and high velocity variance. Additionally,

based on detailed wall-resolved LES, Cao et al. (2020) noted

that in contrast with wind-following waves, opposing waves

induce ‘‘a significantly stronger vertical velocity perturbation

that is out-of-phase with the wave surface . . . resulting in a

nearly antisymmetric spatial distribution of the wave-induced

vertical velocity’’ in the air.

An intermediate regime describing the mixed sea states

should also be discussed in context of high-fidelity simulations

of the MABL. This regime may include the coexistence of a

strong wind forcing and a propagating swell. Such cases have

been examined, for example, in Sullivan et al. (2018b,a) using

LES and direct comparisons with laboratory-scale experi-

mental data. Some of the key findings of these simulations have

explained aspects of the wave-breaking mechanism and its

connection to the intermittent airflow separation, the fact that

wave slope and surface drag are well correlated, as well as the

premise that short waves support the bulk of the ocean wind

stress, primarily thanks to the passage of a transient, strongly

forced wave group that can enhance the form drag. Numerical

simulations of a spectrum of waves at different wind conditions

were examined by Sullivan et al. (2014). In particular, they

conducted wave-phase-resolved simulations by using four dif-

ferent geostrophic-wind forcing values (UG 5 5, 10, 20, and

25m s21) thus examining wave-age scenarios from swell-

dominated seas (cp/Ur 5 4.2) to sea states that approach a

wind–wave equilibrium (cp/Ur 5 1.1). The study showed that

FIG. 6. Comparison of wave growth rates according to Miles’s

theory with high-fidelity DNS and LES numerical simulations.
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for low winds and a strong swell, the signature of the waves

can be detected well above the reference height zr 5 10m. On

the other hand, as the wind–wave system approaches its equi-

librium, the wave-induced turbulent motions are confined

within a smaller region well below the reference height. It is

also worth mentioning that for the wind–wave equilibrium

cases, the LES data of Sullivan et al. (2014) were found to agree

well with MOST for the lower 20% of the boundary layer

(surface-flux layer) and deviate significantly for the swell-

dominated cases. A similar suite of large-eddy simulations

was undertaken more recently by Patton et al. (2019), using a

broadband wave spectrum with swell propagating into the

domain with a zero and nonzero alignment angle (f 5 08,
458, 908, 1358, 1808, and 2908). They found that misaligned

winds/waves can increase the surface pressure drag by nearly a

factor of 2 relative to the turbulent stress when a swell prop-

agates at 1808 in comparison with the pressure-gradient forcing

(wind-opposing waves).

It is also important to refer to some key findings from studies

that have utilized wave-phase-resolved techniques within off-

shore wind farm simulations. Yang et al. (2014a) conducted

simulations of an infinite offshore wind farm using the Calaf

et al. (2010) setup. In their study, however, instead of solely

using a flat-bottom boundary and a sea surface–tuned wall-

stress model, they also conducted wave-phase-resolved simu-

lations using both a fetch-limited wave spectrum based on the

JONSWAP model and a fully developed condition described

by the Pierson and Moskowitz (P–M) spectrum. The compar-

ison between the use of the two spectra showed that using fully

developed spectra conditions leads to faster-moving waves and

therefore exerts less resistance to the wind. To this end, the

wind field in the turbine layer is relatively stronger in the P–M

wave cases than in the JONSWAP cases. In the turbine-arrays

simulations, wind turbines are represented by actuator disks

with hub heights of 100m and rotor diameters of 100m. Wind-

induced waves are found to have appreciable effect on wind

farm performance and can increase the array-aggregate power

output up to 8%. It is important to stress here that the role of

modeling wave effects within wind farm simulations has been

previously diminished or even ignored (e.g., Breton et al. 2017)

based on the argument that wave-induced quantities decay

exponentially with height. However, Yang et al. (2014a) argue

that the vertical transport of momentum and kinetic energy

are enhanced by the wave motion and therefore a larger

vertical flux enters the turbine layer and becomes available to

the turbine. In follow-up work, Yang et al. (2014b) examined

FIG. 8. Variation of the vertical-flux ratio2(Q21Q4)/(Q11Q3)

(defined via quadrant analysis) with wave age cp/(Ur cosf). The

figure is adopted from Sullivan et al. (2008).

FIG. 7. Snapshot of the velocity and vorticity atmospheric fields over a swell. The numerical simulationwas obtained

using the open-source software framework Nalu-Wind (Sprague et al. 2020).
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the role of swells on the same layout. With a swell interacting

with wind turbines, the mean power can be increased by a

surprising 18.9% from the respective ‘‘swell absent.’’ In ad-

dition to the mean-power effect, they found that a temporal

oscillation of extracted wind power appears at the swell fre-

quency and can be as much as 6.7% of the power output

magnitude. Last, AlSam et al. (2015) examined the impact of

swells on a stand-alone, fixed-bottom offshore wind turbine

using the actuator line technique and the National Renewable

Energy Laboratory (NREL)-5MW reference offshore wind

turbine (Jonkman et al. 2009) and found that its wake can be

extended to a larger downwind distance in the swell cases

relative to a flat-surface-case scenario.

b. Knowledge gaps and limitations of MABL LES

Despite the fast development and recent interest in the mi-

croscale modeling of the marine boundary layer, a number of

fundamental and practical questions remain. Starting with the

wave-phase-averaged (sea surface drag) models, a number of

studies have been published in recent years (e.g., Taylor and

Yelland 2001; Foreman and Emeis 2010; Jiménez and Dudhia

2018). However, a number of open questions remain with re-

gard to the representation of wave effects in cases far from

wind–wave equilibrium, such as swells with wind–wave mis-

alignment (Grachev et al. 2003; Chen et al. 2018, 2020). Existing

roughness-length parameterizations have been found to perform

poorly in regions of swell, and therefore more sophisticated

‘‘sea-surface roughness’’ length parameterizations, which take

into account both the swell magnitude and direction, need to

be developed. To date, themisalignment of themeanwindwith

the wave stress direction has been addressed only by a handful

of studies (Janssen 1991; Rieder et al. 1994; Porchetta et al. 2019;

Zou et al. 2019; Porchetta et al. 2021) and our understanding and

modeling capabilities are far from complete. As these parame-

terizations were originally derived for the open ocean, certain

modifications are needed for the shallower coastal waters that

are more relevant to offshore wind farms (Jiménez and Dudhia

2018). To this end, a depth-dependent relationship will ulti-

mately improve the ‘‘sea surface’’ roughness calculations and

therefore the applicability of the wall-shear-stress models.

As far as the wave-resolved simulations are concerned, the

picture drawn from recent high-fidelity simulations is encour-

aging. Two-way coupling models can better predict the sea

surface drag coefficient and momentum fluxes as well as the

wind input to the waves, such as the wave growth rate. However,

LES predictions of the wave growth rate are still down by a

factor of two when compared with existing analytical theories

(Miles 1957, 1993). Nonetheless, a number of challenges re-

main for wave-phase-resolved simulations. These include the

constraints and limitations imposed by the computational cost

of such methods. The resolution requirements imposed upon

the LES solver as a result of the resolution of short-crested

waves can exceed today’s high-performance-computing resources

even for standard computational domains (on the order of a few

kilometers) and time periods of a few-thousand wave periods

Tp, O(1000Tp). These limitations have been highlighted by a

number of recent studies including Hao and Shen (2019). In

addition, with the currently available two-way-coupling models,

energy dissipation as a result of wave-breaking is excluded

from any wave-phase-resolved analysis. This leads to either an

unrealistic wave growth or constraining our analysis to only

weak wind speeds to avoid wave-breaking. Thus, in future

models, wave breaking needs to be considered through either

direct modeling (e.g., two-phase fluid solvers) or accurate pa-

rameterizations. The latter approach remains an attractive and

possibly easier extension of existing models; however, it may

require substantial validation through comparisons with field

and laboratory-scale data.

7. Concluding remarks and future direction

Our understanding of, and ability to model, wind–wave

interaction has come a long way since the initial arguments

made by Jeffreys (1925). Although large-scale field campaigns

have been the driving force in advancing our understanding of

air–sea interactions, high-fidelity deterministic numerical simula-

tions are set to play a bigger part in the decades to come. With

exascale computing systems becoming available within this

decade (2020–30) (Sprague et al. 2017), wave-phase-resolved

simulations will become a key instrument to the scientific and

engineering communities. Nevertheless, efforts for more ac-

curate wave-phase-averaged and wall-stress parameterizations

of wind–wave interactions should continue during this transi-

tional era. Henceforth, large-scale field data will remain a rich

source of information going forward.
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APPENDIX

Numerical Implementation of the HOS Method
and Further Details on the Wave Field Initialization

and Generation

a. High-order spectral solver

Acommonmethod to solve the Zakharov Eq. (24) is to use a

pseudospectral solver (Dommermuth and Yue 1987). That is,

some of the operators are treated in the physical domain

(e.g., products of quantities), whereas others are treated in the
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spectral domain (evaluation of the spatial derivatives). This

model is often referred as the HOS model, and it is, in general,

characterized by high efficiency and accuracy as comparedwith

low-order spatial discretization codes for wave propagation.

The key concept of the method is based on expanding the free-

surface velocity potential and vertical velocity in wave steep-

ness, « 5 (ak), up to an order M,

F(x, y, z, t)5 �
m51

M

F(m)(x, y, z, t) and (A1a)

W(x, y, z, t)5 �
m51

M

W(m)(x, y, z, t), (A1b)

where both F(m) and W(m) are quantities of order «m that can

be expanded into a Taylor series around z 5 0 so that

F(1)(x, y, 0, t)5F
s
(x, y, t) and (A2a)

F(m)(x, y, 0, t)52�hk

k!

›kF(m2k)

›zk
(x, y, 0, t) for m. 1,

(A2b)

and, similarly,

W(m)(x, y, 0, t)5�hk

k!

›k11F(m2k)

›zk11
(x, y, 0, t) for m. 1:

(A3)

The velocity potentials, F(m), are then expanded using

eigenfunctions,

F(m) 5 �
N

n51

F(m)
n C

n
(x, y, z), (A4)

where, for deep-water waves,

C
n
(x, y, z)5

cosh[k(z1 h)]

cosh(kh)
exp[i(k � x)] , (A5)

and where k5 [k(m)
x , k(m)

y ] are the wavenumbers associated

with the modal discretization [e.g., k(m)
x 5mDx 5m2p/Lx].

Subsequently, the solution is obtained using a pseudospectral

method that enables treating some of the operators in the

physical space and others in the spectral space. Further

details on the implementation, including dealiasing and

time integration of the solution, can be found, for example,

in the original work of Dommermuth and Yue (1987) as well

as in subsequent algorithmic implementations (Ducrozet

et al. 2016).

b. Wave field initialization

Another important aspect of the HOS wave model is the

initialization of the sea states. We elaborate here on two ini-

tializations of two different sea states, nonlinear regular waves

and irregular waves based on directional wave spectra (e.g.,

JONSWAP). The former follows the method proposed by

Rienecker and Fenton (1981), which uses a spectral solution

to calculate the nonlinear profile of monochromatic, regular

waves for a large range of amplitudes, wave lengths and water

depths. The latter uses a directional wave spectrum, S(v, u) 5
G(u)Fj(v), where

F(v)5
ag2

v5
exp 2

5

4

v
p

v

� �4
" #

gr , (B1)

where r5 exp[2(v2v)2/(2s2v2
p)] and vp is the angular fre-

quency at the peak of the spectrum. The particular JONSWAP

spectrum uses a5 3.279E, g 5 3.3, and s 5 0.07 for v, 1 and

s5 0.09 for v$ 1, whereE is the dimensionless energy density

of the wave field. The dimensionless energy densityEmay also

be related to the significant wave height via Hs ’ 4(E)1/2. On

the other hand, the directional spreading function is defined as

G(u)5
1

b
cos

pu

2b

� �� �2
. (B2)

To initialize the free-surface elevation according to the wave

spectrum, the modal amplitude is defined as

1

2
jBh

ijj
2
5S(k

x
,k

y
)Dk

x
Dk

y
5

›v

›k

1

k
S(v, u)Dk

x
Dk

y
, (B3)

where Dkx 5 2p/Lx and Dky 5 2p/Ly correspond to the modal

discretization in the x and y directions and Lx and Ly are the

respective domain dimensions. The free-surface potential is

linearly evaluated from the elevation, BF
mn 52ivmn/gB

h
mn,

where vmn is given by the dispersion function. Another im-

portant aspect of the initialization process is using a relaxation

period, as pointed out by Dommermuth (2000). As initializing

the nonlinear field is achieved through a superposition of linear

components, numerical instabilities may arise in the sea state

and evolve during the initial transitional period (5–10 periods

Tp). To overcome this, Dommermuth (2000) introduced a re-

laxation scheme that uses the transitional time period Ta to

dampen the spurious oscillations

›FS

›t
1 gh5F f12 exp[2(t/T

a
)
n
]g and (B4a)

›h

›t
2W(1) 5G f12 exp[2(t/T

a
)
n
]g , (B4b)

where F and G are the nonlinear parts of the kinematic and

dynamic free-surface boundary conditions formulated in the

Zakharov Eqs. (24). The relaxation period and exponent n

are usually taken to be 10Tp (10 peak periods) and n 5 4,

respectively.
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